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Longitudinal studies often include multiple, repeated measure-
ments of each patient’s status or outcome to assess differences in
outcomes or in the rate of recovery or decline over time.
Repeated measurements from a particular patient are likely to be
more similar to each other than measurements from different
patients, and this correlation needs to be considered in the analy-
sis of the resulting data. Many common statistical methods, such
as linear regression models, should not be used in this situation
because those methods assume measurements to be indepen-
dent of one another.

It is possible to compare outcomes between treatments using
only a final measurement to determine whether there was a differ-
ence at the end of the study; however, this approach would not in-
clude much of the information captured with repeated measure-
ments and there would be no consideration of the pattern of
outcomes each patient experienced in reaching his or her final out-
come. When outcomes are measured repeatedly over time, a wide
variety of clinically important questions may be addressed.

In the EXACT study recently published in JAMA, Moseley et al1

examined activity limitations and quality of life (QOL) among pa-
tients with ankle fractures to determine if a supervised exercise pro-
gram with rehabilitation advice was more beneficial than advice
alone. Activity limitations and QOL were measured at baseline and
at 1, 3, and 6 months of follow-up. The authors used mixed models2

to compare patient outcomes over time between the 2 interven-
tion groups.

Use of the Method
Why Are Mixed Models Used for Repeated Measures Data?
Mixed models are ideally suited to settings in which the individual
trajectory of a particular outcome for a study participant over time
is influenced both by factors that can be assumed to be the same
for many patients (eg, the effect of an intervention) and by charac-
teristics that are likely to vary substantially from patient to patient
(eg, the severity of the ankle fracture, baseline level of function, and
QOL). Mixed models explicitly account for the correlations be-
tween repeated measurements within each patient.

The factors assumed to have the same effect across many
patients are called fixed effects and the factors likely to vary sub-
stantially from patient to patient are called random effects. For
example, the effect of a new treatment may be assumed to be the
same for all patients and modeled as a fixed effect, whereas
patients may have markedly different baseline function or inher-
ent rates of recovery and these may be best modeled as random
effects. Mixed models are called “mixed” because they generally
contain both fixed and random effects. The ability to consider
both fixed and random effects in the model gives flexibility to
determine the effects of multiple factors and to address specific
questions of clinical importance. In contrast, repeated measures
analysis of variance (ANOVA), often used for analyzing longitudi-

nal data, does not have this flexibility and can yield misleading
results if its more rigid assumptions (eg, all effects are considered
fixed) are not met.

Furthermore, using a mixed model, data from all assessments
contribute to the treatment comparisons, resulting in more pre-
cise estimates and a more powerful study. A mixed model can
also address if outcomes changed over time (eg, the rate of recov-
ery of function or decline) within each treatment group. More-
over, in addition to population-level comparisons, mixed models
can be used to characterize an individual patient’s response pat-
terns over time. The specific clinical question motivating the trial
determines the structure of the mixed model that is most appli-
cable. For example, if the effect of a treatment on the rate of
recovery from a patient-specific baseline is to be determined,
then the mixed model is likely to include a random baseline effect
and a fixed interaction term between treatment group and time,
with the latter term capturing the effect of the treatment on the
rate of recovery.

Observations may be correlated with each other in several dif-
ferent ways. These patterns are known as correlation structures
and it is important when using mixed models to use the correct
structure. For example, if the correlation between each measure-
ment is likely to be the same regardless of the length of time
between the measurements, then a “compound symmetry” struc-
ture is appropriate. In contrast, if the correlation between mea-
surements decreases as the time between measurements
increases, then an “autoregressive” structure should be used.
Finally, an “unstructured” correlation can be used if no constraints
can be imposed on the correlation pattern, but fitting a model
with an unstructured correlation requires a larger data set than the
other approaches.

Ideally, the assumed correlation structure should be based on
the clinical context in which the repeated measurements were
taken. For example, certain longitudinal data (eg, pain scores after
joint surgery) at adjacent assessments would tend to be more cor-
related than those measured farther apart, making an autoregres-
sive structure appropriate. Statistical testing (eg, a likelihood ratio
test) may be used when an objective comparison is needed to
evaluate competing correlation structures.

Incomplete outcome data, for example, caused by patients
missing some visits or dropping out of the study, are common in
longitudinal studies.3 As a result, study participants may have dif-
ferent numbers of available measurements, a situation that cannot
be addressed by repeated measures ANOVA. Mixed models can
accommodate unbalanced data patterns and use all available
observations and patients in the analysis. Mixed models assume
that the missingness is independent of unobserved measurements,
but dependent on the observed measurements.4,5 This assump-
tion is called “missing at random” and is often reasonable.3,5

Repeated measures ANOVA requires a more unlikely assumption
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that the missingness is independent of both the observed and
unobserved measurements, called “missing completely at random.”
Using mixed models, reasonably valid estimates of treatment
effects can often be obtained even when the missing values are not
completely random and additional methods for handling missing
data, such as multiple imputation, are generally not required.3-5

What Are the Limitations of Mixed Models?
As with any statistical model, a mixed model will have limited valid-
ity if its underlying assumptions are not met. For example, if the ef-
fect of a treatment varies substantially from patient to patient, for
instance, because of genetic differences, then considering the treat-
ment effect as fixed may not be reasonable. Similarly, the assumed
correlation structure can adversely impact model results and study
conclusions if incorrect. It is important to ensure that the structure
of the mixed model matches what is reasonably believed about the
clinical setting in which the model is applied.

Because of the larger number of parameters to be estimated
from the data, mixed models may be difficult to estimate or “fit” when
the available data are limited. This is especially true if an unstruc-
tured correlation structure must be used. The precise methods used
by different software packages to fit mixed models differ, so the nu-
merical results can vary somewhat based on the statistical soft-
ware used.

In the presence of missing data, mixed models can provide valid
inferences under an assumption that data are missing at random.
However, in practice it is often impossible to know that this assump-
tion is met and informative censoring (nonignorable missingness)
can never be ruled out. If the investigators suspect deviation from
the missing-at-random assumption, sensitivity analyses may be con-
ducted using models appropriate for nonignorable missingness. The
models used would depend on the study design, missing data pat-
terns observed, and other study specific considerations.2

Why Did the Authors Use Mixed Models in This Particular Study?
The EXACT trial investigators used mixed models in their analyses
because they wanted to answer the question of how outcomes
changed over time and how they were affected by treatment. The
model included fixed effects for treatment group, time of measure-
ment, and baseline score. An interaction term between treatment
group and time was also included to determine if the 2 treatment
interventions led to different recovery trajectories over time. In ad-
dition, the model included a random effect for the baseline value,
addressing the variability in the starting point for each patient.

The EXACT trial reported that in each treatment group, 10% to
20% of the patients were lost to follow-up as the study progressed.
Thus, it was important for the authors to examine the effects of the
missingness. They included a preplanned sensitivity analysis that used
multiple imputation5 to evaluate how sensitive the primary out-
come result was to the missing at random data assumption. The re-
sults of the main and sensitivity analyses were similar.

Caveats to Consider When Looking at Results
From Mixed Models
As with most statistical models, it is important to consider whether
the structure of the data obtained and the clinical setting (eg, re-
peated measures over time) match the model structure. It is often
useful to inspect graphical data summaries (eg, “spaghetti” or “string”
plots showing the outcome trajectories of individual study partici-
pants over time) to determine whether the observed data patterns
appear consistent with model assumptions.

When outcome data are missing, the analyst should consider
whether the pattern of missingness is likely to be random, meeting
the assumptions inherent in mixed models. The rationale for the cho-
sen correlation structure should be clear and based on study de-
sign (eg, the pattern of follow-up visits) rather than based on what
allows a model to be fit with the available data.
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