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SUMMARY
Background: When reading reports of medical research 
findings, one is usually confronted with p-values. 
 Publications typically contain not just one p-value, but  
an abundance of them, mostly accompanied by the word 
“significant.” This article is intended to help readers 
understand the problem of multiple p-values and how to 
deal with it.

Methods: When multiple p-values appear in a single study, 
this is usually a problem of multiple testing. A number of 
valid approaches are presented for dealing with the 
 problem. This article is based on classical statistical 
methods as presented in many textbooks and on selected 
specialized literature.

Results: Conclusions from publications with many 
 “significant” results should be judged with caution if the 
authors have not taken adequate steps to correct for 
multiple testing. Researchers should define the goal of 
their study clearly at the outset and, if possible, define  
a single primary endpoint a priori. If the study is of  
an exploratory or hypothesis-generating nature, it should 
be clearly stated that any positive results might be due to 
chance and will need to be confirmed in further  
targeted studies. 

Conclusions: It is recommended that the word “significant” 
be used and interpreted with care. Readers should assess 
articles critically with regard to the problem of multiple 
testing. Authors should state the number of tests that 
were performed. Scientific articles should be judged on 
their scientific merit rather than by the number of times 
they contain the word “significant.”
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A uthors of medical publications like to support 
their conclusions with p-values and with the word 

“significant.” How should we evaluate these p-values 
and the frequent use of “significant”? We will start by 
explaining what a p-value is and what the word 
 “significant” actually signifies. 

In general, every study should be based on a hy  -
pothesis. It is not possible in practice to test this hy-
pothesis on every relevant subject. What happens is that 
a medical hypothesis—for example, that a new drug is 
more effective than the standard treatment in reducing 
systolic blood pressure after 16 weeks of treatment—is 
only tested on a group of patients who are selected to be 
as typical as possible. The results from this sample are 
used to decide about the validity of the hypothesis. 
Even if it is decided that the hypothesis is correct, there 
is still the possibility of a mistake (probability of error), 
as only a sample was studied. This decision could by 
chance be exactly opposite to the facts. The maximal 
tolerable probability of this error, the so-called level of 
significance (α), is normally specified as 5%. The pro-
cedure which leads either to the confirmation of the 
 hypothesis (with maximal probability of error α) or to 
its lack of confirmation, on the basis of the results for 
the sample, is the statistical test. This provides the 
 so-called p-value as result; the decision is then made by 
comparing the p-value with the level of significance. If 
the p-value is under or equal to the level of signifi-
cance, the hypothesis is regarded as established, with 
the maximal probability of error α. If the p-value is 
above the level of significance, the hypothesis is 
 regarded as not having been confirmed (Box 1).

Most publications do not restrict themselves to a 
single hypothesis. Instead, several hypotheses are 
tested on the same sample. In the above example, it 
might be that not only the reduction in blood pressure 
after 16 weeks is compared for the standard and the 
new preparation, but that the following comparisons 
are also made:
●  Reduction in blood pressure after 4 and 8 weeks
● Changes in diastolic blood pressure and in blood 

lipids
● The study includes another two preparations, as 

well as a placebo. This increases the number of 
possible comparisons between the drugs to 10 
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● So-called subgroup analyses are performed subse-
quently. What are the results when male and 
 female patients or older and younger patients are 
considered separately?

This example shows that many different tests may be 
performed in a study.

What happens when several different hypotheses are 
tested on the same group at the same time? The proba -
bility of reaching a false conclusion increases with the 
number of tests performed, as an error can occur in each 
test. If the p-value of each test is still compared with α, 
there is a dramatic increase in the probability that at least 
one of the tests contains a false conclusion. For indepen-
dent tests, it is easy to calculate this overall probability of 
error (Box 2). If there are only 20 tests of which the 
p-values are compared with α = 5%, it can be expected 
that one p-value will be under α just by chance.

The problem of multiple testing is particularly 
 frequent and important in genetic and prognostic 
studies.

Genetic association analyses are studies to establish 
whether a disease is linked to genetic markers, such as, 
for example, single nucleotide polymorphisms [SNPs]. 
These studies usually investigate not only a single ge -
netic marker, but a whole series at the same time. In as-
sociation studies for the whole genome (1–3), markers 
representing the whole genome are investigated and the 
number of investigated markers may lie in the thou-
sands. Similar considerations apply to gene expression 
analyses, in which several thousand genes are tested on 
a microarray. If 1000 tests are performed, each with 
α = 0.05, it can be expected that 50 p-values will be less 
than 0.05 purely by chance, in expectation leading to 
50 false positive conclusions. It has in fact been 

BOX 1

The statistical test and the p-value (see also Table 1)
1. Statement of hypotheses
Hypothesis: The drug is superior to the previous standard therapy with respect to the reduction in systolic blood pressure after 
16 weeks of treatment.
Corresponding null hypothesis: The drug is not superior to the previous standard therapy with respect to the reduction in 
 systolic blood pressure after 16 weeks of treatment.
The null hypothesis is the opposite of the hypothesis. The hypothesis is sometimes referred to as the alternative hypothesis or 
the counter hypothesis in statistical nomenclature. 

2. Collection of data for the patient sample

3. Statistical test to evaluate the sample data
A statistical test assumes that the null hypothesis is true and tests whether, under this assumption, the values measured for the 
sample are plausible (In this example: The values with the new drug are not better than those with the standard preparation) or 
rather implausible (In this example: The values with the new drug are clearly better than those with the standard preparation). 
A statistical test is used to calculate a plausibility parameter from the sample data (How probable is the result if the null hy -
pothesis is correct?). This is presented as a probability between 0 and 1 and is known as the p-value. The more improbable 
the observed data are if the null hypothesis is correct, the more convincing is the evidence against the null hypothesis and for 
the hypothesis, and the lower is the p-value.

4. Test decision: Can the hypothesis be accepted?
If the p-value is small, the observed data are improbable if the null hypothesis is valid. This is evidence against the validity of 
the null hypothesis. Thus, a small p-value speaks for the opposite, the hypothesis. If the p-value is less than a prescribed limit 
α (the level of significance), the hypothesis is accepted. The problem is that the sample may contain random unusual values, 
even if the null hypothesis is really correct. If we accept the hypothesis, although it is false, we make an error. This is known as 
a type I error. The probability of a type I error is limited with the level of significance of the test, α. This is referred to as a statis-
tical test at level α. Generally, α is set at 5%. This means that only in 5% of cases will the hypothesis be wrongly accepted. The 
test decision is made by comparing the calculated p-value with the prescribed α. The result of a statistical test is de scribed as 
significant when the calculated p-value is smaller than or equal to the prescribed α. In this case, the hypothesis is accepted 
with the maximal probability of a type I error of α.

If the p-value is larger than the level α, the hypothesis cannot be accepted. It is, however, incorrect in this case to assume 
that the null hypothesis is valid, as type II errors cannot be controlled for—in contrast to errors of the type I errors. In this 
example, the type II error describes the error that the new drug is in fact better, but the null hypothesis is nevertheless retained. 
The so-called power is one minus the type II error, i.e. the probability that the hypothesis is rightly accepted. For the study to 
be successful, the power must be as large as possible. However, the power cannot be controlled once the data have been 
 collected. 
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 established that many conclusions from genetic 
 association studies are not reproducible and are there-
fore very probably false positive results (4, 5).

In prognostic studies, many potential factors are 
often investigated. For example, a prognostic study on 
breast cancer not only included classical factors, but 
also numerous histological tumor properties. In studies 
on the prognosis of coronary heart disease, an immense 
number of laboratory markers are often included in 
 addition to classical markers.

However, multiple testing also arises in many other 
areas, as a result of multiple endpoints, subgroup anal -
yses, the comparison of several groups, or from interim 
analyses in sequential study designs.

This article is based on classical statistical methods, 
as described in many textbooks, as well as on selected 
technical publications. 

Methods of multiple testing 
To stem the flood of false positive results in medical 
 research, measures are needed to control the probability 
of error in relation to all tested hypotheses.

Instead of only considering the level of each individ-
ual test, the familywise error rate (FWER) has been 
 defined. This describes the probability that at least one 
of the tested null hypotheses is wrongly rejected. If this 
overall probability is controlled with a low value (for 
example, α = 5%), one can be fairly certain (95% 
 certain with overall α = 5%) that no false positive con-
clusion is reached. Control of the FWER is described as 
“multiple level α”, to make it clear that the probability 
of error applies to all tests simultaneously. In contrast, 
the “local level” means that the overall error is not 
being considered.

How do we control the FWER? Instead of compar-
ing each p-value with the multiple level α, one has to 
set a lower level for each individual p-value. There are 
numerous procedures for selecting this lower limit. The 
converse procedure may also be employed. The p-value 
in these procedures is increased (adjusted) and then 
compared with the multiple level α. The advantage of 
adjusted p-values is that they are easier to understand 
for the reader, as he or she can compare the adjusted 
p-values as usual with α (for example, = 5%). This 
 prevents the reader from wondering why “such a small” 
p-value is still not significant.

The best known method to control the FWER is the 
Bonferroni test. To achieve the aim that the overall 
error (the probability of making at least one false posi-
tive conclusion; the FWER) does not exceed α (for 
example, 5%), one divides the multiple level by the 
number of tests performed and compares each p-value 
with this lower limit. For example, if the number of 
 investigated hypotheses is 100 and the selected 
multiple level is 5%, the p-value of each test (each 
 hypothesis) is to be compared with 5%/100 = 0.0005. If 
this procedure is used with a FWER of 5%, only those 
hypotheses can be accepted and said to be significant if 
their p-values are equal to or less than 0.0005. Box 3b 
shows a calculated example. Box 3a contains more 

 information on this procedure. This procedure 
 maintains the selected level of FWER for all forms of 
dependency between the hypotheses. On the other 
hand, it is very strict, meaning that results may be over-
looked.

The Bonferroni-Holm procedure is a modification of 
the Bonferroni procedure, but with increased power. 
This involves sorting all p-values according to size and 
comparing them with increasing limits (Box 3a, Box 
3b). 

Another possibility to control the FWER is to use the 
principle of hierarchical ranking. This means that the 
hypotheses are ranked according to their importance 
before the start of the study (“a priori”). The corre-
sponding p-values are then compared with the selected 
multiple FWER level, following this sequence and 
starting with the most important hypothesis. Hy -
potheses can then be rejected in decreasing order of 
 importance, until for the first time the p-value is not 
smaller than the selected multiple level (FWER). This 
procedure offers the advantage that all p-values can be 
compared to the full level (for example, 5%). On the 
other hand, once the level has been exceeded, no 

TABLE 1

Decision based on the sample

Null hypothesis is 
correct

Hypothesis  
is correct

Retain null 
 hypothesis

Correct decision

Type II error

Accept  
hypothesis

Type I error

Correct decision

BOX 2

Probability of falsely rejecting  
at least one null hypothesis  
(= falsely accepting a hypothesis = 
postulating a false positive  result), if 
10 independent tests are performed 
at the local level of 5%

= 1 – probability that no null hypothesis in all ten tests is 
falsely rejected

= 1 – (probability of no false rejection for each test)10

= 1 – (1 – probability of a false rejection for each test)10

= 1 – (1 – α)10

= 1 – (0.95)10

= 1 – 0.60
= 0.4 = 40%
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further hypothesis can be accepted, whatever the size of 
all subsequent p-values, even if many of them are much 
smaller than the level (Boxes 3a and 3b). This pro-
cedure is particularly suitable for clinical studies with 
clearly ranked main endpoints—for example, efficacy 
as the most important hypothesis, followed by a lower 
rate of adverse effects as the second hypothesis. This 
procedure is unsuitable for exploratory studies (such as 
genetic studies), for which a priori ranking of the hy -
potheses is impossible.

We will only point out frequent errors in the appli-
cation of two other procedures often used to control the 
FWER. Fisher’s LSD test only controls the FWER 
when a maximum of three groups are compared in 
pairs. If more than three groups are compared, this test 
is not an adequate method to control the FWER. The 
Dunnett procedure is often used to compare different 
dosages against a control. This procedure is only valid 
for the comparison with the control. It is not valid for 
comparisons between the different dosages.

For more information on these and other procedures, 
we refer you to the book of Horn and Vollandt (6) (in 
German language). 

The probability of wrongly rejecting at least one 
 hypothesis (the FWER) rapidly increases with the 
number of tests. As can be seen in the above examples, 
strict rejection criteria must be fulfilled to control the 
FWER. Thus if the procedure for multiple testing is 
 rigorously applied to a study with many tests, this may 
lead to lower statistical power. In other words, valid 
conclusions are overlooked. This is often wrongly 
 interpreted as a negative proof. In studies with addi-
tional follow-ups, it may be important to miss as few as 
pos sible potential leads, even if this implies accepting 
some erroneously significant hypotheses. For such situ-
ations, it is possible to use the false discovery rate 
(FDR) as a less strict possibility of controlling errors. 
This definition controls the expected proportion of 
wrongly rejected hypotheses relative to all rejected 
 hypotheses (Table 2). 

BOX 3a

Bonferroni-Holm and explorative Simes (Benjamini-Hochberg) procedures  
and adjustment of p-values in the Bonferroni procedure
Bonferroni procedure with adjustment of the p-values
Analogously to the Bonferroni procedure as described in the text, it is also possible to adjust the p-values. This is achieved by 
multiplying the p-values by the number of hypotheses. If this adjustment gives a value above 1 (for example with 30 tests and 
a p-value of 0.04 : 30 × 0.04 = 1.2), the adjusted p-value is set at 1, as p-values (as probabilities) may not exceed 1. The ad-
justed p-values are then compared with the overall level α.

Bonferroni-Holm procedure
First all p-values are sorted by size and then compared with increasing limits. As in the Bonferroni procedure, the lowest limit is 
the overall limit divided by the number of hypotheses. The level for the next p-value is then the overall limit divided by the num-
ber of hypotheses minus 1. The limit for the third p-value is then the overall level divided by the number of hypotheses minus 2, 
etc.. In an example with the level 5% and 100 hypotheses:
● The smallest p-value is to be compared to 5%/100 = 0.0005.
● The second smallest p-value is to be compared to 5%/99 or ca. 0.000505.
● The third smallest p-value is to be compared to 5%/98 or ca. 0.00051 etc..
Null hypotheses can be rejected if the corresponding p-values are less than the corresponding limit. However, this only applies 
till the limit is exceeded for the first time. This procedure also controls the familywise error rate (FWER) for all forms of depen-
dency between the hypotheses.

Explorative Simes procedure / Benjamini-Hochberg procedure
For this procedure too, the p-values must be sorted by size. The smallest p-value must then be compared with the Bonferroni 
limit – the selected false discovery rate (FDR) level, divided by the number of hypotheses. The second smallest p-value must 
be compared with the level multiplied by 2, divided by the number of hypotheses. The third smallest p-value must be compared 
with the level multiplied by 3, divided by the number of hypotheses, etc.. For example, with the selected FDR level of 5% and 
100 hypotheses, the levels increase as follows:
● The smallest p-value is to be compared with 5%/100 = 0.0005
● The second smallest p-value is to be compared with 5% × 2/100 = 0.001
● The third smallest p-value is to be compared with 5% × 3/100 = 0.0015, etc..
In contrast to the Bonferroni-Holm procedure, this procedure is not restricted to the rejection of null hypotheses up to the first 
 time that the limit is exceeded. This procedure allows for the rejection of all null hypotheses with a p-value smaller than the 
 largest p-value which lies under the corresponding limit. In the case of independence and of so-called positive regression 
 dependency (PRDS, a special form of positive dependency) of the hypotheses, this procedure controls the FDR at the  selected 
level.
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BOX 3b

Example of the use of the presented multiple test procedures
Four hypotheses are tested with a familywise error rate (FWER) of 5%, or with a false discovery rate (FDR) of 5%.  
The resulting p-values are p

1
 = 0.03, p

2
 = 0.01, p

3
 = 0.035, and p

4
 = 0.30.

Procedure for the Bonferroni correction (control of the FWER) 
Comparison of the p-values with 5%/number of tests = 5%/4 = 1.25% = 0.0125. Only p

2
 is less than this limit and only the cor-

responding hypothesis can be designated as significant. Conversely, the p-values can also be adjusted by multiplying by 4, i.e. 
the number of tests. This gives the adjusted values of adj. p

1
 = 0.03 x 4 = 0.12, adj. p

2
 = 0.01 x 4 = 0.04, adj. p

3
 = 0.035 x 4 = 

0.14, and adj. p
4
 = 0.30 x 4 = 1.2. The latter value is greater than 1 and is therefore set at adj. p

4
 = 1. The adjusted p values 

can then be compared with the overall limit of 5%, which gives the same result as with the adjusted limits.

Procedure for the Bonferroni-Holm correction (control of the FWER)
Firstly, the p-values must be sorted according to size:
p

2
 = 0.01; p

1
 = 0.03; p

3
 = 0.035; p

4
 = 0.30

The limits in increasing order are: 5%/4 = 0.0125; 5%/3 = 0.0167; 5%/2 = 0.025; 5%/1 = 5%.
Comparison of the smallest p-value with the lowest limit: p

2
 = 0.01<0.0125: The corresponding null hypothesis can be rejected.

Comparison of the second smallest p-value with the second limit: p
1
 = 0.03>0.0167: End of the procedure. No further null hy-

pothesis can be rejected and no additional hypothesis is acceptable.

Procedure with hierarchical ranking (control of the FWER)
First case: The hypotheses were ranked as follows: The most important hypothesis was H

1
 (corresponding to p

1
), then H

2
, then 

H
3
 and lastly H

4
.

As p
1
≤0.05, the result for H

1
 can be described as significant. The same applies to H

2
 and H

3
, but not to H

4
, as p

4
>0.05.

Second case: The hypotheses were ranked as follows: The most important hypothesis was H
4
 (corresponding to p

4
), then H

3
, 

then H
2
 and lastly H

1
.

As p
4
>0.05, H

4
 cannot be described as significant. The same applies to all other hypotheses, as the p-value of the highest 

rank ed hypothesis in the hierarchy was too large. 

Procedure with the exploratory Simes procedure (also known as the Benjamini-Hochberg procedure;   
control of the FDR)
Firstly, the p-values must be sorted according to size:
p

2
 = 0.01; p

1
 = 0.03; p

3
 = 0.035; p

4
 = 0.30

The limits in increasing order are: 5%/4 = 0.0125; 5%/4 x 2 = 0.025; 5%/4 x 3 = 0.0375; 5%/4 x 4 = 5%.
Comparison of the smallest p-value with the lowest limit p

2
 = 0.01<0.0125: corresponding hypothesis acceptable.

Comparison of the second smallest p-value with the second limit p
1
 = 0.03>0.025: procedure nevertheless not yet ended.

Comparison of the third smallest p-value with the third limit p
3
 = 0.035<0.0375: thus the null hypothesis corresponding to p

3
 

can be rejected. In addition, all hypotheses with smaller p-values are rejected. This includes not only the hypothesis for p
2
, but 

also the hypothesis for p
1
, even though this failed to reach its own limit.

Comparison of the largest p-value with the fourth limit p
4
 = 0.30>0.05: no further rejection possible. 

Summary of the results in this example: rejected null hypotheses = significant hypotheses
● With the Bonferroni procedure: H

2● With the Bonferroni-Holm procedure: H
2● With hierarchical ranking as in the first case: H

1
, H

2
, H

3● With hierarchical ranking as in the second case: none
● With the explorative Simes procedure (Benjamini-Hochberg): H

1
, H

2
, H

3
In spite of the wider limits, there are no more rejections in this example with the Bonferroni-Holm procedure than with the 
 Bonferroni procedure. However, there are more rejections with control of the FDR. Both the benefits and risks of hierarchical 
ranking are clear (in comparison with a priori ranking in case 1 or case 2). The ranking must therefore always be for pertinent 
 reasons. 
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The most widely used procedure to control the FDR 
is the so-called explorative Simes procedure, referred 
to by most authors as the Benjamini-Hochberg 
 procedure. This procedure was mentioned by Simes 
(7),  although Benjamini and Hochberg (8) were the first 
to show that this procedure controls FDR. The exact 
procedure is described in Box 3a and Box 3b shows a 
calculated example. This procedure leads to more rejec-
tions than the Bonferroni-Holm procedure. The FDR 
control employs a less strict error criterion. This 
 increases the power, although more false positive con-
clusions are accepted. The FDR should therefore not be 
used as error definition in clinical studies, but in more 
exploratory investigations. 

In general, to circumvent or minimize the problem 
of multiple testing, particularly in clinical studies, 
one should select one or very few principle 
 hypotheses, which are then tested for confirmation 
using a procedure to control the FWER. All other 
tests performed may not be designated with the word 
“significant” and must be interpreted with care. This 
procedure has also been suggested by the European 
Medicines Agency (EMEA) (9). For purely exploratory 
studies, mainly intended to generate hypotheses, 
either the FDR can be used as the definition of error, 
or the correction for multiple testing can be 
 dispensed with. In the latter case, no reference may 
be made to significant results, but only to strikingly 
small p-values, which might serve to encourage 
 additional and perhaps confirmatory studies. It must be 
made clear that these may be chance results, as there 
had been no control of any sort for the probability of 
type I error. 

Results
As test methods are now highly automated and it is 
possible to record countless data for each patient (lab-
oratory values and genetic data, etc.), very many tests 
are performed in each study. If the problem of multiple 
testing is ignored, this leads to numerous false positive 
findings, which are then published. Once false positive 
findings have been published, it lasts a long time before 
these are disproved and even longer before this is gen-
erally known. One must be clear that the word “signifi-
cant” is often wrongly used and is in no way a criterion 
for quality. If the problem of multiple testing is ignored, 
the word “significant” has forfeited its meaning of a 
 limited probability of error; a result wrongly described 
as “significant” can be totally worthless for the inter-
pretation.

It is therefore absolutely essential that research 
scientists plan their studies well and, if possible, only 
select one (or a few) main endpoints.   Articles must 
 contain an honest statement of the number of tests 
 per formed and use appropriate procedures to decide on 
“significance.” It must be regarded as data manipu-
lation if many tests are performed, then all p-values are 
compared with α, but only those results are mentioned 
for which p≤α and these are then described as signifi-
cant.

The licensing authorities also point out this problem 
and emphasize that it must be considered in clinical 
studies (9).

Discussion
In general, the reader must critically evaluate the con-
clusions drawn in an article (10). In particular, the prob-
lem of the lack of consideration of the issue of multiple 
testing is very widespread and is mostly underesti-
mated. This opinion is based on the authors’ personal 
experience in the statistical supervision of many medi-
cal research projects, as well as on their work as peer 
reviewers for medical journals. It is also supported in 
medical publications (11, 12). Two literature reviews 
have been prepared at the Institute of Medical Biosta-
tistics, Epidemiology and Informatics (IMBEI) at the 
University of Mainz on the association between breast 
cancer and polymorphisms in the COMT or SULT1A1 
genes; these established that multiple tests were 
 performed in most of the original articles. This was the 
case in 28 of the 34 articles on COMT and in 10 of the 
14 articles on SULT1A1. However, correction for 
multiple testing was almost never performed. This 
problem was only considered in 4 of the 28 studies with 
several tests for COMT and in one of the 10 studies 
with multiple tests for SULT1A1. Thus, the problem of 
multiple testing was ignored in about 9 out of 10 orig-
inal publications, in spite of the fact that it occurred.

The reader, the editor, and the reviewer must all take 
care that the term “significant” is not used inappropri-
ately, but that the problem of multiple testing is 
 properly considered. If the term “significant” is used 
copiously, suspicion is called for. Results which are 
presented as being “only” explorative should not be 
 regarded as being inferior to results claimed to be sig-
nificant without adequate measures to handle multiple 
testing. A result which is wrongly stated to be “signifi-
cant” is inferior to a result which is rightly interpreted 
with care. It is then a mistake if the reader assumes that 
the word “significant” implies that the probability of 
error is controlled. It is unfortunately not always possi -
ble to recognize multiple testing. If an author conceals 
the fact that he has actually performed very many tests 
and has published only his most striking result, the 
reader is not in the position of being able to evaluate the 

TABLE 2

Explanation of the error rates: The FWER is the probability that V > 0;  
the FDR is the expected value of (V/R).

True null 
 hypotheses 

False null 
 hypotheses 

Null hypotheses 
 retained

U

S

Null hypotheses 
 rejected

V

T

R = V + T

m0

m1

M = m0 + m1
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result in the context of the number of tests performed. 
The reader has to see if there are signs that more tests 
were performed than those listed. For example, the 
authors may refer to other publications (including their 
own), in which the group of patients or the study has 
 already been described.

Even when the authors mention that they have used 
methods to consider multiple testing, it is difficult for a 
reader without statistical training to decide whether the 
method used has solved the problem correctly, as there 
are many possible different methods. For this reason, 
we mentioned conventional simple methods in the 
methods section, together with frequent errors. In gen-
eral, results from a study with many tests—such as ge -
netic association studies or prognosis studies—should 
only be regarded as probably correct once they have 
been independently reproduced. 
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